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1. Introduction



The Challenge 



Problem Definition 

● Detect product images 

● Exact product names and prices 

● Identify their positions on a flyer page 

Main Issue: Lack of Automation 

What is exactly the problem we are trying to solve?



Motivation and The Kupp Application

Goal: Help users save time and money

Motivation:

● Automate flyer data extraction process

● Improve the speed and reduce human error 

● Deliver real-time, structured and accurate deal information



Motivation and The Kupp Application



Key Tools



Challenges 

1. Flyer Complexity & Design Variability
a. 3 for 2 deals 
b. Krone-Marked 

2. Lack of Specialized Training Data 
a. Brown Cheese 
b. Caviar on Tube 

3. Technical Limitations 
a. Limited memory 
b. Computing power 



Research Question 

"How can cutting-edge AI tools like YOLO and OCR be applied to 
automatically extract product and price information from complex 

promotional flyers?"



2. Literature review

Two key tools:

● YOLO for object detection 

● OCR for text extraction (PaddleOCR,  EasyOCR and Tesseract)

Researched terms:

● “YOLO models object detection”

● “OCR in image-based text extraction”

● “Product and price detection in retail flyers”



Concept Matrix 



SIX Key Themes



3. Methodology Overview

3 Phase pipeline:

1. Data Preparation (Annotation with Roboflow)

2. Testing Phase (Model Training YOLOv8/11/12)

3. Extraction and delivery (OCR and API Deployment)



3.1 Custom Dataset and Annotation

● Source: 200,000+ flyers provided by VG Lab (PDFs and images)

● Filtered: Selected 6,000 high-quality flyer images for training

● Annotation Tool: Roboflow used to label products and price tags

● Annotation Types:

○ Product Detection: Multi-class (e.g., dairy, snacks, meat, etc.)

○ Price Detection: Single-class ("price tag")

● Final Dataset:

○ Product: 14,109 images (after grayscale + augmentation)

○ Price: 1,022 images for detecting price tags



3.2 Model Selection and Training

● Models Tested: YOLO v8, YOLO 11, YOLO v12

● Sizes Used: Medium (m) and Large (l)

● Training Framework: Ultralytics YOLO (PyTorch)

● Dataset Split: 90% training, 10% validation

● Augmentation: Grayscale (15%) + Noise (0.02%)

● Training Settings:

○ Image size: 640×640

○ Epochs: 60

○ Batch size: 16

○ Optimizer: Adam

Goal: Find the best YOLO version and size for detecting products and price tags accurately and efficiently.



3.3 Model Architecture Comparison

YOLO 8

YOLO 11

YOLO 12



Final custom dataset configuration: Product Detection

'Baby Products', 'Bags', 'BakingProducts', 'Batteries and light', 'Beef and Wild', 'Beverages', 'Bread', 'Burger', 'Canned and boxed ingredients', 'Cereal Musli Granola and Oats', 'Cheese', 'Chicken 

and Poultry', 'Cleaning Product', 'Clothing', 'Coffee and Tea', 'Containers', 'Cookies and Biscuits', 'Deli', 'Desserts', 'Diary', 'Fish', 'Footwear', 'Fruits and Berries', 'Garden and Outdoor', 'Home and 

Furniture', 'Hotdogs and Sausages', 'Household', 'Ice Cream', 'Kitchen equipment', 'Knekkebrod', 'Lamb', 'Meatballs and Medister', 'Nuts and Seeds', 'Office', 'Paper Rolls', 'Pasta and Noodels', 

'Pastry', 'Personal Care', 'Pet Items', 'Pizza', 'Pork', 'Product', 'Protein Product', 'Ready made dish', 'Rice', 'Sauces Condiments Spices', 'Seafood', 'Snack and Chips', 'Snack and Sweets', 'Soup', 

'Sport', 'Spread', 'Supliments and Vitamins', 'Tableware', 'Taco', 'Tools Electronics and Equipment', 'Toys and Games', 'Vegetables', 'Yarn', 'Yoghurt', 'pro - fire', 'pro - food', 'pro - kupp'

Dataset Size Augmentation Batch size Epochs Optimizer Patient Resolution Class

Test 4:
Version 1 
14,109

YOLO v8,11,12

Size: medium (m)

Gray scales apply to 15% 
of images.
Noise up to 0.02% of 
pixels.

16 60 Adam 10 640 x 640 63  classes

Test 4: 
Version 2 
14,109

YOLO v8,11,12

Size: large (l)

Gray scales apply to 15% 
of images.
Noise up to 0.02% of 
pixels.

16 60 Adam 10 640 x 640 63 classes



Final custom dataset configuration: Price Detection

Dataset Model Augmentation Batch 
size

Epochs Optimizer Patient Resolution Class

1022 images YOLO v8L Standard YOLO 
augmentation

16 60 Adam 10 640 x 640 1 classes

YOLO v11L Standard YOLO 
augmentation

16 60 Adam 10 640 x 640 1 classes

YOLO v12L Standard YOLO 
augmentation

16 60 Adam 10 640 x 640 1 classes



4. Experimental Results

Tasks Best Model mAP50 Recall Precision Remarks

Product Detection YOLOv12-L 98.88% 96.2% 97.26% Grayscale and noise 

augmentation significantly 

improved performance

Price Detection YOLOv11-L 99.5% 99.7% 99.3% Most accurate for small price 

tags

Generalization YOLOv12-L Strong performance across 

flyer layouts

YOLOv8-L Detected more items, but 

lower precision in 

classification

Conclusion YOLOv12-L = best overall; 

YOLOv11-L = best for price accuracy;



5.OCR Pipeline



6. FastAPI Deployment

Purpose: Deploy the full pipeline as a real-time backend service for the Kupp system.

Key Features:

● Built with FastAPI for speed and simplicity

● Accepts image uploads via endpoint /analyze-flyer

● Runs YOLO detection + OCR and returns structured results

Output:

● JSON with product name, price, brand, weight, confidence, and image crops /Excel file with embedded product and price images

Deployment Environment:

● Developed in PyCharm / Runs on local server using Uvicorn

Result:

 Ready for real-world integration with VG Lab’s Kupp platform.



7. Demo of System (10 minutes)

https://docs.google.com/file/d/12UrkMJ8gm60LYD0P2Exz_PfXfYc79go5/preview


8. Risk Management

Lack of flyer-specific datasets Created custom annotated dataset with Roboflow

Poor image quality and cluttered layout Applied grayscale and noise reduction to improve clarity

Limited GPU resources in Colab Switched to NVIDIA A100 and optimized batch sizes

OCR errors (e.g., Norwegian characters) Used multiple OCR engines and regex cleaning

Integration challenges with Kupp system Designed output format in JSON to match VG Lab requirements



10. Limitations and  Future Work

Limitations:

● OCR struggles with Norwegian characters (Ø, Æ, Å)

● Inconsistent flyer layouts affect detection accuracy

● High GPU requirements limit accessibility

● Minor misclassifications in dense product areas

Future Work:

● Expand dataset with more Scandinavian flyer styles

● Improve OCR engine for better Norwegian text handling

● Add support for rotated text and multi-line price labels

● Integrate with full Kupp system and test on real users



11. Discussion 

● YOLOv12-L had the best overall performance across flyer types

● Grayscale and noise augmentation significantly improved accuracy

● Real-time pipeline using FastAPI proved scalable and deployment-ready

● Combined YOLO + OCR is effective for automating flyer analysis

● This approach can also be applied in retail tech, e-commerce, and digital catalogues



12. Conclusion

● Built an AI pipeline using YOLO and OCR to extract data from flyers

● YOLOv12-L gave the best results with high accuracy

● Integrated with FastAPI for real-time use in the Kupp app

● Reduces manual work and improves user experience

● Shows strong potential for retail automation



Q&A
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